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We propose an effective framework [1] for high-dimensional linear discrim-
inant analysis (LDA) based on three key elements: James-Stein shrinkage for
learning prediction rules, feature ranking by correlation- adjusted t-scores
(cat scores) [2], and feature selection by thresholding and controlling false
non-discovery rates (FNDR). Relative to competing LDA approaches (such
as SCRDA) our algorithm is computationally inexpensive and makes practi-
cal high-dimensional LDA analysis. Furthermore, we show on experimental
data sets and by comparing with the “higher criticism” approach that feature
selection by FNDR control is very effective not only for LDA but also for diag-
onal discriminant analysis. The proposed shrinkage discriminant and variable
selection procedure is implemented in the R package sda available from the
R repository CRAN (http://cran.r-project.org/web/packages/sda/).
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