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Chapter 3. General results for multi-parameter problems

3.1 Different levels of prior knowledge

Substantial prior information: π(θ|x) ∼ π(θ)

Limited prior knowledge: use conjugate prior where possible and
determine its parameter(s) by prior knowledge

Vague prior information: use conjugate prior where possible and make
them diffuse

Prior ignorant – use ‘flat’ prior? Problem?

1. Have θ = (θ1, θ2, . . . , θp)T and we are prior ignorant
2. Use π(θ) = constant?
3. Let φi = gi (θ), i = 1, . . . , p and φ = (φ1, φ2, . . . , φp)T

4. Prior density for φ is not constant!
5. But if we are ignorant about θ we must be ignorant about φ...



Example 3.1

Suppose 0 < θ1 < 1 and 0 < θ2 < 1. If we are ignorant about
θ = (θ1, θ2)T then show that θ1θ2 does not have constant prior density.

Solution

. . .



3.2 Asymptotic posterior distribution

p = 1 case :

√
J(θ̂)

(
θ − θ̂

)∣∣∣ x D−→ N(0, 1) as n→∞

Suppose we have a statistical model f (x |θ) for data x = (x1, x2, . . . , xn)T ,
where θ = (θ1, θ2, . . . , θp)T , together with a prior distribution π(θ) for θ.
Then

J(θ̂)1/2(θ − θ̂)|x D−→ Np(0, Ip) as n→∞,

where θ̂ is the likelihood mode, Ip is the p × p identity matrix and J(θ) is
the observed information matrix, with (i , j)th element

Jij = − ∂2

∂θi∂θj
log f (x |θ),

and A1/2 denotes the square root matrix of AComments

When n is large, θ | x ∼ Np(θ̂, J(θ̂)−1) approximately. . . .



Example 3.2

Suppose we now have a random sample from a N(µ, 1/τ) distribution
(with τ unknown). Determine the asymptotic posterior distribution
for (µ, τ).

Hint: we have already seen that the likelihood function can be written as

f (x |µ, τ) =
( τ

2π

)n/2
exp

[
−nτ

2

{
s2 + (x̄ − µ)2

}]
where s2 =

∑n
i=1(xi − x̄)2/n

Solution

. . .



3.3 Learning objectives

By the end of this chapter, you should be able to:

1. describe the different levels of prior information; determine and use
vague priors

2. determine the asymptotic posterior distribution when the data are a
random sample from any distribution

3. explain the similarities and differences between the asymptotic
posterior distribution and the asymptotic distribution of the maximum
likelihood estimator
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